**ANSWER TO REVIEWER COMMENTS**

**TTRA-2018-0169**

The authors would first of all like to thank the reviewers for the positive and constructive feedback on our original manuscript. We believe that your comments have enabled us to more clearly state our scope, results and conclusions and we hope we have reflected this to your satisfaction in our revised manuscript. The responses below address the specific comments. Correspondingly, some changes to the text of the original submission have been made and such changes are marked with red color.

**REVIEWER #1**

1. This paper does not provide very convinced literature review to indicate the background why the CNN model is suitable to forecast the traffic flow, is only that the CNN right now a popular tools? Please provide more convinced relevant literature review to support the very reason why CNN is suitable to be employed to traffic flow forecast.

**Response:**

Thank you for pointing out this issue. We have added more literature reviews on CNN for traffic prediction. Some sentences have been added in the 6th paragraph of section 1 as following:

“Besides, as a representative deep learning method, convolutional neural network (CNN) is widely used in computer vision and image classification (Krizhevsky et al., 2012). In transportation domain, Ma et al. (2017) has demonstrated that CNN is suitable for traffic speed prediction, and after that, Du et al. (2018) uses CNN as a first layer to capture the features of different modality traffic data.”

Krizhevsky, A., Sutskever, I., & Hinton, G. E. (2012). Imagenet classification with deep convolutional neural networks. In *Advances in neural information processing systems* (pp. 1097-1105).

Ma, X., Dai, Z., He, Z., Ma, J., Wang, Y., & Wang, Y. (2017). Learning traffic as images: a deep convolutional neural network for large-scale transportation network speed prediction.*Sensors, 17*(4), 818.

Du, S., Li, T., Gong, X., Yu, Z., & Horng, S. J. (2018). A Hybrid Method for Traffic Flow Forecasting Using Multimodal Deep Learning. *arXiv preprint arXiv:1803.02099.*

1. Section 2.1 should move to the relevant literature review section, due to it divides the traffic flow conditions have temporal and spatial characteristics.

**Response:**

Thank you for pointing out this issue. Section 2.1 had moved to the relevant literature review section in Section 1 paragraph 2 and some of statements have been improved.

1. In addition, in page 6, please provide more statements for the contributions of this paper, at least 150 words for each contribution point.

**Response:**

Thank you for pointing out this issue. In light of the comments of other reviewers, we restated the contributions of this paper as follows:

* A general spatio-temporal feature selection algorithm is proposed.
* A CNN predictive model based on spatio-temporal correlations is proposed.

Deep learning is a general-purpose algorithm based on a large amount of data. When it is applied in a specific field, if it can be combined with the knowledge of the field, it will solve the problem of the domain more accurately and effectively, so that the accuracy of the algorithm can be improved. Thus, on the one hand, the deep learning algorithm needs to be improved to enhance the performance; more importantly, it is necessary to consider the background of the research problem, pre-process the data, and combine this pre-processing with the deep learning algorithm to form a complete algorithm framework to establish a deep learning algorithm suitable for a specific field.

For the first point, as described in Introduction section, the traffic flow always contains rich spatio-temporal characteristics. Therefore, how to effectively use these data is worth studying. In this paper, by verifying the influence of input spatio-temporal data on prediction accuracy, an algorithm for input spatio-temporal data selection is proposed. According to the performance of the prediction algorithm on the verification set, STFSA obtains the input data size that makes the corresponding prediction model obtain high prediction accuracy by searching the input data temporal length and spatial length.It can minimize the error of the model prediction and the effectiveness of the prediction algorithm within an acceptable computation time. The proposed spatio-temporal selection algorithm can be adopted in different traffic scenarios.

For the second point, a CNN predictive model based on spatio-temporal correlations is proposed. Firstly, the spatio-temporal traffic data is transformed into grid data suitable for convolutional neural network processing. In addition, we elaborated on the loss function construction method for noisy traffic flow data. The operation process of the convolutional neural network and the selection of the model hyper-parameters are analyzed, and the detailed parameter configuration in the proposed algorithm is given. Finally, compared to other baseline models, the prediction accuracy of the proposed model turns out to be more efficient by learning spatio-temporal feature.

1. By the way, for the citation problem, line 31 on page 3, Yang and Zhu (1999) is lost in the reference list, please check it carefully. For the reference list problems, (1) please avoid citing working papers, such as Ermagun and Levinson (2016); (2) please also avoid citing meeting conclusion, such as Zhang et al. (2016); (3) please provide complete citation information, such as Kingma and Ba (2014), Wu et al. (2015), and Wu and Tan (2016); (4) please provide relevant DOI for those papers in press status, such as Xu et al. (2018) and Zhang et al. (2018).

**Response:**

Thank you for pointing out this issue. The following references have been updated:

Yang, Z., & Zhu, Z. (1999). A real-time traffic volume prediction model based on the kalman filtering theory. *China Journal of Highway and Transport*, *12*(3), 63-67.

Ermagun, A., & Levinson, D. (2018). Spatiotemporal traffic forecasting: review and proposed directions. *Transport Reviews*, 1-29.

Zhang, W., Zou, Y., Tang, J., Ash, J., & Wang, Y. (2016). Short-term prediction of vehicle waiting queue at ferry terminal based on machine learning method. *Journal of Marine Science and Technology*, *21*(4), 729-741.

Kingma, D. P., & Ba, J. (2014). Adam: A method for stochastic optimization. *arXiv preprint arXiv:1412.6980*.

Wu, Y., & Tan, H. (2016). Short-term traffic flow forecasting with spatial-temporal correlation in a hybrid deep learning framework. *arXiv preprint arXiv:1612.01022*.

Zhang, W., Qi, Y., Zhou, Z., Biancardo, S. A., & Wang, Y. (2018). Method of speed data fusion based on Bayesian combination algorithm and high-order multi-variable Markov model. *IET Intelligent Transport Systems*, *12*(10), 1312-1321.

We have fixed the aforementioned issues and checked the full text in the revised manuscript.

1. Authors should provide the very details illustrating how the proposed model is working in the experimental results section, i.e., lacking of some essential brief explanation vis-à-vis the text to indicate how the proposed methodology (Figure 1 in page 10) is working in the experimental results section. In addition, for Figure 3 in page 14, please also provide some necessary wordings to guide readers to understand what authors have done and obtained from Figure 3. For Eq. (11) in page 18, please explain why this equation should be involved to be as the loss function; similarly, for Eq. (12) in page 19.  
   Algorithm 1 in pages 26 and 27 is not introduced in text, please provide some necessary illustrations for Algorithm 1.

**Response:**

Thank you for pointing out this issue.

Since we have reorganized the full text, the figure number of the revised manuscript may differ from the original manuscript. Figures 3 in the original manuscript have been changed to Figures 5. We have added the necessary concise text narrative explanations for the figures, tables, etc. in the articles mentioned and marked it in red. For Eq. (11), Eq. (12) and Algorithm 1, we also added more explanatory text and marked it in red in the revised manuscript.

For Figures 1, some explanatory texts have been changed and restated in the 2nd paragraph in Section 2.1.1 as following:

“Figure 1 is a flowchart of the proposed traffic flow prediction framework in this paper. The road traffic data is pre-processed into a matrix form according to temporal and spatial dimensions, as described in Section 2.3.1.The spatial and temporal correlation analysis are conducted in Section 2.1.2. The optimal input data size is determined STFSA, which is given in Sections 2.2. For the prediction method, we use CNN as our prediction model. The inner boxes are the process of determining CNN neural network hyper-parameters that can affect the results of neural network learning and the final regression prediction and they are specified during the training process. The predictive model building process and the specific hyper-parameter configuration are detailed in Section 2.3. The output in the above figure is the predicted output of the model on the test set, which is described in Section 3.”

For Figure 5, some sentences have been added in the 3rd paragraph of section 2.3.1 as following:

“Figure 5 shows a particular input instance construction process. The coil data collected at different locations are integrated into a large two dimensional matrix according to the temporal and the spatial. Each row of the constructed matrix represents the traffic flow of a single detection coil at different times, and each column of the matrix represents the traffic flow of different coils at the same time. The coil detector has a sampling time of 5 minutes.”

For Eq. (11), some sentences have been added in the 2nd paragraph of section 2.3.3 as following:

“where *λ* denotes L2 regularization coefficient, *wj* represents the weight of layers which uses L2 regularization. The L2 regularization method reduces the over-fitting risk of the model by penalizing the large weighting coefficients between the neuron connections, thereby improving the generalization ability of the model.”

For Eq. (12), some sentences have been added in the 2nd paragraph of section 2.3.3 as following:

“The batch calculation error is used to determine the gradient direction of the loss function. In the process of tuning up the weight coefficient of the model using the gradient descent algorithm, the use of mini-batch reduces the influence of a single sample instance with large errors on the entire optimization process by weighting the gradient of a sample set, and speeds up the entire convergence process.”

For algorithm 1, we made some modifications to the algorithm in the original manuscript and updated it in section 2.2. Some sentences have been added as following:

“Table 2 shows the algorithm, and the main idea is to add the most promising data that has not yet been expanded. If we do not found a significant prediction error reduction after *P* expansions of a particular dimension, then we stop searching in that dimension, otherwise we will increase the data length in that dimension. A significant reduction in prediction error means that the prediction error is reduced by more than the insensitive coefficient σ. In the following experiment, *d* was set to 4, *P* was set to six and *δ* was set to 0.1%.”

We also checked other figures, tables and formulas that were not mentioned.

1. For Table 5 in page 31, authors should try to conduct some statistical test to verify the significance of the forecasting performance from the proposed approach. Without the significant test, this paper only has minor contribution. Please refer Diebold and Mariano (1995) and Derrac et al. (2011).  
   F. X. Diebold and R. S. Mariano, “Comparing predictive accuracy,” Journal of Business & Economic Statistics, vol. 13, No. 3, pp. 134-144, 1995.  
   Derrac, J.; García, S.; Molina, D.; Herrera, F. A practical tutorial on the use of nonparametric statistical tests as a methodology for comparing evolutionary and swarm intelligence algorithms. Swarm Evolutionary Computation 2011, 1, 3–18.

**Response:**

Thank you for indicating this issue. We added a two-tailed binomial test (Derrac et al. 2011) in the revised manuscript Section 3.4 and stated in the text as follows:

“Our above analysis dose not answer the question of how much statistical confidence we have in saying our proposed method is “more accurate” than other methods. So we perform a two-tailed binomial test (Derrac et al. 2011) pairwise comparison between the proposed algorithm and other algorithms on the basis of MAPE. An *α*=0.05 level of significance was used for hypothesis testing, and the null hypothesis is that there is no difference in MAPE between two algorithms. The two-tailed binomial test was carried out by the statistical software R. In our experimental framework, a Sign test was performed to compare a total of 32 pairs of comparisons between the STFSA + CNN algorithm and other baseline algorithms. All pairwise comparisons have a p-value of 4.657e-10, much less than 0.05, which means we have at least 95% confidence in rejecting the null hypothesis. The alternative hypothesis suggests that there is a clear distinction between MAPE and the pairwise comparison of other algorithms and proposed algorithm. Furthermore, we performed a Sign test between the ANN and CNN models with or without the STFSA algorithm, and null assumed that the STFSA had no effect on the prediction accuracy of the model. The results show that the p-value is 2.256e-16, so we have at least 95% confidence to reject the null hypothesis and say that STFSA has a gain on prediction accuracy.”

Derrac, J., García, S., Molina, D., & Herrera, F. (2011). A practical tutorial on the use of nonparametric statistical tests as a methodology for comparing evolutionary and swarm intelligence algorithms. *Swarm and Evolutionary Computation*, *1*(1), 3-18.

REVIEWER #2

1. First, the paper is unnecessarily lengthy, and the authors should consolidate the presentations greatly for concisely demonstrating the studies.

**Response:**

Thank you for pointing out this issue. We have simplified the language of the full text, and deleted the redundant part, such as: reduced the detailed description of the comparison model; reduced the unnecessary discussion part; briefed the spatio-temporal correlation analysis part, etc. In order to explain the process of research in more detail, we added the necessary explanation for the diagram and table.

1. Second, the proposed methods and the comparative methods should be given in separate sections for clear presentation.

**Response:**

Thank you for pointing out this issue. A brief introduction to each comparative model and detailed parameter settings have separately given in Section 3.2 and following paragraphs have been added in the revised manuscript:

“Here we describe the experimental details and parameter settings of these models. The python library Keras which is based on Tensorflow is used to build our neural network models. The python library StatsModels is used to build SVR and KNN model. The SARIMA model and statistical tests analysis were deployed on software R. All experiments are performed by a PC Server (the configuration is Intel(R) Xeon(R) CPU E5-2643 3.40GHz, memory 64GB, GPUs is 11G NVIDIA GTX1080TI).

The proposed framework is compared with several baseline traffic flow forecasting methods which are listed follows:

K-Nearest Neighbour, KNN. As a basic nonparametric pattern recognition technique, K-nearest is a widely applied in classification and regression domain (Zhang et al., 2013). An enhanced K-Nearest Neighbor algorithm was adopted as a comparison method. Weighted Euclidean distance, which gives more weight to recent measurements, is used as a similarity measure for KNN (Habtemichael and Cetin, 2016). K is the most import parameter of KNN, which is defined by grid search scheme.

Seasonal Auto-Regressive Integrated Moving Average, SARIMA. A seasonal ARIMA model is formed by including additional seasonal terms in the ARIMA models. The seasonal part of the model consists of terms that are similar to the non-seasonal components of the model, but involve backshifts of the seasonal period. Seasonal ARIMA(p, d, q)(P, D, Q)s model was employed in this paper (Williams and Hoel, 2003) and the Akaike Information Criterion (AIC) is used to determine the appropriate order of ARIMA. All parameters are estimated through maximum likelihood method carried out by the statistical software R.

Artificial Neural Network, ANN. ANNs are a typical neural network model that has undergone significant development in various research fields such as pattern recognition, classification, parameter estimation and prediction. In general, it is composed of three layers of neurons, namely, the input layer, hidden layer, and output layer. The purpose of prediction is to learn and map features of the input data through hidden layer neurons and to generate predictions from the network. In this study, ANN is optimized to contain three layers with 100 hidden neurons. We use ReLU as activation function. Besides, L2 regularization and early stopping is used and the batch size is set to 128.

Support Vector Regression, SVR. Support vector machine is a statistical machine learning algorithm that adopts the structural risk minimization criterion. SVR uses the kernel function to map the low-dimensional nonlinear problem to the high-dimensional space and performs linear problem-solving. The computational process in the transformation space can be implicitly represented by the kernel function. Commonly used kernel functions include the polynomial kernel function, Gauss kernel function, and sigmoid kernel function. The Gauss kernel function is selected for SVR in this study and the parameters of the SVR are determined by a grid search scheme and 10-fold cross validation.

In addition to the SARIMA model, the input data to other models uses spatiotemporal data. The SARIMA model uses single point temporal series data.”

1. Third, computational efficiency is important for online traffic prediction, and this should be investigated in this paper.

**Response:**

Thank you for pointing out this issue. We analyzed the computational efficiency of the proposed model and comparison models, and presented in paragraph 4th of Section 3.4 of the revised manuscript. Some sentences have been added as following:

“Our above analysis dose not answer the question of how much statistical confidence we have in saying our proposed method is “more accurate” than other methods. So we perform a two-tailed binomial test (Derrac et al. 2011) pairwise comparison between the proposed algorithm and other algorithms on the basis of MAPE. An *α*=0.05 level of significance was used for hypothesis testing, and the null hypothesis is that there is no difference in MAPE between two algorithms. The two-tailed binomial test was carried out by the statistical software R. In our experimental framework, a Sign test was performed to compare a total of 32 pairs of comparisons between the STFSA + CNN algorithm and other baseline algorithms. All pairwise comparisons have a p-value of 4.657e-10, much less than 0.05, which means we have at least 95% confidence in rejecting the null hypothesis. The alternative hypothesis suggests that there is a clear distinction between MAPE and the pairwise comparison of other algorithms and proposed algorithm. Furthermore, we performed a Sign test between the ANN and CNN models with or without the STFSA algorithm, and null assumed that the STFSA had no effect on the prediction accuracy of the model. The results show that the p-value is 2.256e-16, so we have at least 95% confidence to reject the null hypothesis and say that STFSA has a gain on prediction accuracy.”

1. Finally, seasonal time series model and k-nearest neighbor model are two conventional short term traffic prediction models, and should be selected in this paper as comparative methods.

**Response:**

Thank you for pointing out this issue.

SARIMA is a linear model that is most widely used in the forecasting field, and KNN is also a representative non-parametric model. Both models are widely used in traffic prediction. We added these two models as a comparison model in the revised submission. The construction process of the model is referred to Williams and Hoel (2003) and Habtemichael and Cetin (2016) and detailed parameter settings have separately given in Section 3.2.

Williams, B. M., & Hoel, L. A. (2003). Modeling and forecasting vehicular traffic flow as a seasonal ARIMA process: Theoretical basis and empirical results. *Journal of transportation engineering, 129*(6), 664-672.

Habtemichael, F. G., & Cetin, M. (2016). Short-term traffic flow rate forecasting based on identifying similar traffic patterns. *Transportation Research Part C: Emerging Technologies, 66*, 61-78.

REVIEWER #3

1. The contributions of the work in the context of existing literature is not clear. Presently, the contributions stated are:

*(1) A framework for traffic flow prediction, (2) an optimal input data selection algorithm, and (3) a CNN prediction model based on spatial-temporal correlations.*

(1) & (2) are not contributions to knowledge. (3) can be a contribution provided it is established through literature. So, please rephrase and be specific about the contributions.

**Response:**

Thank you for pointing out this issue. Contributions are updated as below:

* A general spatio-temporal feature selection algorithm is proposed.
* A CNN predictive model based on spatio-temporal correlations is proposed.

We have added more literature support for contribution point 1, and strengthened the theoretical basis and simulation analysis in the choice of spatiotemporal data. We describe the analysis and implementation of the algorithm in detail in Section 2.2 of the revised manuscript. It can be considered as a contribution of this paper.

We added more literature review of first contribution is restated in 2nd paragraph of Section 1 as follows:

“Traffic prediction is a process whereby historical traffic data is used to forecast future traffic situations. Evolutions of traffic conditions are always related to current and past traffic conditions. We hope to identify these relationships and use them for traffic prediction. From the perspective of the time domain, traffic flow data can be viewed as a time series. The different components of a time series dataset, such as its trend and seasonal, cyclical, weekly, monthly and annual variations, can be used as data features. Predictions of future traffic flow data are extend of current data (Tang et al., 2017). In the spatial domain, the traffic flow conditions of a particular road section are closely related to those upstream and downstream of that road section (Park et al., 2011; Wu and Tan, 2016). Since Okutani et al. (1984) first applied the spatial characteristics of road traffic to traffic flow prediction, more and more traffic prediction studies have considered spatial correlations between traffic and road segments (Ermagun and Levinson, 2018; Stathopoulos and Karlaftis, 2003). Spatial correlations, in this case, refer to relationships between upstream and downstream road sections of traffic, and the consideration of such correlations provides multiple references for traffic prediction. Park et al. (1998) found the traffic flow of upstream road sections to be highly correlated with that of the focal section, and reported that spatial information is as informative as temporal information. The current traffic volume of a road section is not only related to the upstream volume, but is also affected by the downstream volume. This situation is particularly evident in the case of traffic congestion (Abdulhai et al., 2002). Therefore, changes in traffic flow conditions have certain temporal and spatial characteristics. There are few articles on the study of spatio-temporal data selection. For example, Yu et al. (2016) have made random combinations of different input spatial data to improve prediction accuracy, Ma et al. (2017) and Polson and Sokolov (2017) made empirically judge the temporal length. How to effectively select input data deserves further study.”

We have added more elaboration of the contributions mentioned in the text to the revised manuscript in 7th, 9th and 10th paragraph in Section 1.

1. The matrix presentation methods described for choosing the temporal and spatial input points seems heuristic /arbitrary. The ACF plot presented is for non-stationary data and 0.68 cannot be arbitrarily chosen as a cut-off! The spatial correlation method described is quite vague. How are the datasets are actually matched? Pearson’s correlation? What about lagged spatial correlation??

**Response:**

Thank you for pointing out this issue. We propose a spatio-temporal feature selection algorithm with respect to a particular prediction algorithm, taking into account its heuristics, biases, and trade-offs. Because, in a practical rode traffic prediction task, there are two problems we must face with: (1) Our data sets is only a sample of real data and the actual data full distribution is not available to the predictive model; (2) There are too many combinations of input features, and most practical algorithms attempt to find a hypothesis distribution by approximating NP-hard optimization problems. Due to above reasons, we propose a spatio-temporal feature selection algorithm with respect to a particular prediction algorithm, taking into account its heuristics, biases, and trade-offs. We added the following explanatory text to the updated version in the 5th and 6th paragraphs:

“In a practical rode traffic prediction task, there are two problems we must face with: (1) Our data sets is only a sample of real data and the actual data full distribution is not available to the predictive model; (2) There are too many combinations of input features, and most practical algorithms attempt to find a hypothesis distribution by approximating NP-hard optimization problems (Kohavi and John, 1997). For the first problem, it is related to the bias-variance trade-off problem: one must trade off estimation for more parameters (bias reduction) with accurately estimating these parameters (variance reduction) (Kohavi and Wolpert, 1996). For the second problem, finding the "optimal" data distribution hypothesis is intractable because fitting the optimal model is NP-hard.

From above analysis, we propose a spatio-temporal feature selection algorithm with respect to a particular prediction algorithm, taking into account its heuristics, biases, and trade-offs. Then, this tuning process is reduced to find an input with high accuracy. ”

This is true, 0.68 cannot be selected as a truncation, and we have re-described the correlation analysis in the revised manuscript. We use the Pearson correlation coefficient to indicate the degree of correlation between different road segments, the cross-correlation analysis in the original manuscript does not reflect the correlation between the different observation points well, so we replaced it with the heap map of Figure 2(b). In our analysis, we do not consider the lagged spatial correlation, but assume that the CNN can handle the lagged spatial correlation, because a lagged spatial correlation between two adjacent observation points is represented in the spatiotemporal traffic flow matrix as two diagonally adjacent elements. The CNN is capable of handling the interrelationship between different relative positions of the input two-dimensional data.

1. In figure one the prediction methods contain a few boxes which do not show any sequence details of the process. It is necessary to provide more information in significantly more details on how the boxes are linked and what happens inside a box. For eg. ‘Determine network structure’ Does not give information about which network, how to structure is determined, what elements of the structures are determined at every step of prediction or during the training stage. It is also unclear whether all these steps are necessary to be followed during the production process or just during the training of the network.

**Response:**

Thank you for pointing out this issue. The inner boxes are the process of determining CNN neural network hyper-parameters that can affect the results of neural network learning and the final regression prediction and they are specified during the training process. The predictive model building process and the specific hyper-parameter configuration are detailed in Section 2.3. We have revised the expression in the original text below Figure 1 in 2nd paragraph of Section 2.1.1, and reiterated it as follows:

“Figure 1 is a flowchart of the proposed traffic flow prediction framework in this paper. The road traffic data is pre-processed into a matrix form according to temporal and spatial dimensions, as described in Section 2.3.1.The spatial and temporal correlation analysis are conducted in Section 2.1.2. The optimal input data size is determined STFSA, which is given in Sections 2.2. For the prediction method, we use CNN as our prediction model. The inner boxes are the process of determining CNN neural network hyper-parameters that can affect the results of neural network learning and the final regression prediction and they are specified during the training process. The predictive model building process and the specific hyper-parameter configuration are detailed in Section 2.3. The output in the above figure is the predicted output of the model on the test set, which is described in Section 3.”

For clarity, we have added more explanatory words in sections 2.3.3 and 2.3.4.

1. How is the initial correlation analysis for matrix presentation is linked with STFSA? Does it provide/generate Rinitial? Why two steps are necessary? Why not start with STFSA directly rather than using arbitrary correlation analysis?

**Response:**

Thank you for pointing out this issue. We reanalyzed and designed the STFSA algorithm and detailed in Section 2.3. The initial input data selection of 0.68 in the original manuscript seems unreasonable, and we have removed this part in the revised manuscript. The STFSA in the revised manuscript can work on its own and no longer needs Rinitial. In Section 2.2, we provide a more detailed example analysis and algorithm design reasons.

1. Fig 6 presents some confusing results. It shows that with longer length of data the prediction accuracy decreases. This is counterintuitive. The MAPE should show that prediction accuracy increases when input data length increases between 5-20mins and then it levels out for further data points. Again, if the input length in increased significantly to up to 24 hrs or longer, we should see another improvement in prediction accuracy. Longer length of data should not affect the prediction accuracy. For spatial sections, it was initially described only 8 neighboring detectors were used…however the results are presented for nearly up to 30 detectors. Please explain.

**Response:**

Thank you for pointing out this issue. First of all, we should explain that the original manuscript does not clearly explain this part, which may lead to readers' misunderstanding. The conclusion of original manuscript in Figure 6 corresponds to the 5-minute traffic prediction problem. For different prediction problems, if the predicted length changes, data selection and model training should be repeated.

For the accuracy decreases, as can be seen from Figure 3(b) of Chapter 2.2, taking NO 95 observation point as an example, for the 5-minute traffic flow forecast, the extended time lag does not bring about an effective improvement in improving the prediction effect for different spatial length. Further, if the time interval is steadily increased, the prediction accuracy can be a bit reduced. Similar research phenomena can be found in Figure 8 of Du et al (2018). For a short-term traffic flow prediction problem, researchers often empirically choose a relatively short observation time such as Ma et al. (2017) and Polson and Sokolov (2017) for less than 40 minutes.

For other data sets, prolonging the length of the observations to more than 24 hours may result in an increase in accuracy, which may be due to the seasonality of the traffic data. But as Polson and Sokolov (2017) declared in discussion, future traffic conditions are more similar to current ones as compared to those from previous days. Thus, allowed us to develop a powerful model by using recent observations as model features. Besides, our proposed STFSA can extend the prediction time lag up to 24h or even longer if the added data can bring error reduction.

![D:\桌面\论文资料\文章用图\number of detector analysis.png](data:image/png;base64,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)

The picture above is Figure 6 in the original text. This is a curve in which the prediction error increases with the number of spatial nodes. We select 8 detection coils in advance in order to compare the prediction error of 8 detection coils with the prediction error after feature selection. However, the selection process of 0.68 is not reasonable, and this part has been removed in the revised manuscript.

Du, S., Li, T., Gong, X., Yu, Z., & Horng, S. J. (2018). A Hybrid Method for Traffic Flow Forecasting Using Multimodal Deep Learning. *arXiv preprint arXiv:1803.02099*.

Ma, X., Dai, Z., He, Z., Ma, J., Wang, Y., & Wang, Y. (2017). Learning traffic as images: a deep convolutional neural network for large-scale transportation network speed prediction. *Sensors*, *17*(4), 818.

Polson, N. G., & Sokolov, V. O. (2017). Deep learning for short-term traffic flow prediction. *Transportation Research Part C: Emerging Technologies*, *79*, 1-17.

1. Apart from the aforementioned issues, the rest of the results seem appropriate. But the STFSA which is claimed to be the main contribution of the work, does not seem to make a major difference to the MAPE error of the ANN or SVM accuracies published elsewhere. I understand that the model accuracy is dependent on the data characteristics to some extent, however STFSA framework is not making any significant difference.

**Response:**

Thank you for pointing out this issue. Firstly, the same data set should be used in the performance comparison of different predictive algorithms. Secondly, it can be seen from Figure 3 in Chapter 2.2 that the temporal length and spatial length does have a large impact on the final prediction error value. We analyzed the short-term traffic flow prediction for 5-20 minutes, and finally we came to an conclusion, for different forecasting tasks, the impact of changes in time and spatial dimensions on the final forecast is unbalanced. For example, we found 5 minutes of traffic in different time and space data organization methods at different intervals of 20 intersections. The main source of influence of the flow prediction process error is the amount of spatial data. However, this situation is not applicable to the 10-15 minute traffic prediction problem, so we finally found that the necessary data selection process for different prediction tasks. It is indeed effective in reducing the error of prediction. Finally, in Section 3 of our revised manuscript, the prediction performance of different algorithms at different observation points for different time periods is analyzed. The statistical test in 4th paragraph of Section 3.4 shows that STFSA can effectively improve the prediction accuracy.

1. The input data size for ANN, SVR and CNN as it is needs to be presented and compared with ANN+STFSA, SVR+STFSA and CNN+STFSA. Computational time and efficiency needs to be discussed.

**Response:**

Thank you for pointing out this issue. We conducted experiments on the traffic flow prediction of multiple road sections to verify the applicability of the proposed method to different road observation points. Since different observation points STFSA may produce different outputs, in Section 3.3, we took the analysis coil of No. 95 as an example to give an analysis process for a specific road section. Parameter configuration, final use data for models and comparison models are detailed and added in the revised manuscript as follows:

“To perform more general test, we enact 5 minute traffic flow prediction task for 8 different observation points of road traffic. In addition to the STFSA model for dynamically determining input data and SARIMA using only single-point temporal series data, other predictive models use a fixed consistent input data with a temporal length of 28 and a spatial length of 12. It means that there are a total of 12 upstream and downstream observation points in the past 140 minutes of traffic flow that are used to predict a single point flow for the next 5 minutes. For example, after STFSA on NO.95 loop detector, the ANN+STFSA model selects an input with a temporal length of 4 and a spatial length of 16, while the CNN+STFSA model selects an input with a temporal length of 4 and a spatial length of 16.The numerical results are reported in Table 6 and Table 7.”

We analyzed the training time and efficiency of the proposed model and comparison models, and presented in Figure 9 in Section 3.4 of the revised manuscript. Moreover, a paragraph has been added in the revised manuscript as follows:

“Figure 9 (b) shows the training time of different models for different forecasting time. Since there is no parameter estimation process, which makes the KNN model the shortest training time. The neural network scale in this paper is small and assisted by the GPU's matrix computing power, making ANN and CNN more efficient than SARIMA and SVR. Besides, the input of multidimensional data increases the computational burden of the SVR and reduces its efficiency. For SARIMA model, it takes about 4 minutes to fit the parameters of the model. For models using STFSA, it usually takes more than ten times of the training time of the non-STFSA model to get an optimized model, which is a trade-offs between prediction accuracy and training efficiency. Compared to other models, the training time of STFSA+CNN is also within an acceptable range. In addition to the SARIMA algorithm, the online prediction time of other models is within 1 second, which is suitable for real-time prediction. SARIMA often needs a rolling fit in order to obtain accurate prediction results, and the fitting time is too long to be suitable for online prediction.”

1. The paper should be organized better. STFSA should be presented before other methods. Also, no need to give so much details of CNN, ANN or SVR. Provide appropriate reference.

**Response:**

Thank you for pointing out this issue. The STFSA algorithm is given separately in section 2.2. We have reduced the detailed description of the comparison algorithm. In addition, the SARIMA and KNN models are added as two baseline models. A brief introduction and detailed parameter settings for each comparison algorithm are given in Section 3.2, and an appropriate reference is provided for each comparison algorithm. Besides, we believe that it is also important to deploy CNN in the transportation field, so the description of CNN is retained.

We optimized the structure of the full text in the revised manuscript, and streamlined the linguistic expression of the full text, removed some of the redundancy, and added more explanations to the figures and tables to guide the reader through the work done by the author.

1. The phrase ‘time correlation’ should be changed to ‘temporal correlation’.

**Response:**

Thank you for pointing out this issue. We checked the full text and corrected the statement.

1. Figure 1: There are some typos in this figure. The word person should be changed to Pearson.

**Response:**

Thank you for pointing out this issue. We checked the full text and corrected the statement.